
AUTHOR
"TITLE .

J

4

z

DOCUMENT RESUME t

.

,t..1"

TM 820-327

,5.

Holland.PauI W.; Rubin, Donald B.
Causal Inference in Prospective and RettosPective'

., ..*Stddies.
.

. .

SPONS, AGENCY Educational Testing Servi6, Princetdn, 11-4'.J.;
National Inst. of Education (EP), Washington, )1C.

2 /PUB DATE Aug 80.
.

'. GRANT . NIE-G-78-0157
.NOTE. . 47p _

,

#..

ERRS- PRICK. ME01/PCO2 Plus Isastage.-

,Methodology;
*Mathematical Models; ResearchDesign; Res arch,
Methodology; Statietical Analysis; *Statie

DESCRIPTORS. Zo

Studies ' .

-IDENTIFIERS r *Causal Inferences
,

ABSTRACTr ,
.

4
--...... -.

Emphasi2ing the measurement of-causal-effects to
arrive at a better understanding of the causal mechanisms involved in
statistical theori, -a mathematical moderfor:causal/inferences'in
Ordspective studies 4 developed and then applied to retrospective
case-control Studies. Before developing the model, causal agents are
delineated, and causal effects are distinguishe& from "gains over,

. -The forMil model is presented considering indirect measurement
of causal effects, homogeneous populations, intermediate-level causal
effects, the selection variable, randomization and the.role.of.
covariateS..In the retrospective case-control studies, retrospective
and pro4Pective probabilities and matching are discussed. A loglinear
model for a case-controlstudy problem is pregented. (Author/CM)

-

4

1-

-

*****************#***i**************
* Reprodubtions supplied by EDRS

from the origi
tx,*******t*********!c************

0

,

`
I

ih

A

a

0

****************************

re the best that can,be made , *

al document. *
*** * * * * * * * * * * * * * * * * * * * * * * * * * * * * * **



- .4

0

e

.
41,

0..

Causal 'Inferrice in Prospective
and Retrospective 'Studies

.
-

%IN

..,..

'' :.Pai.13:'14. iio'lland .s.-:
... .-:-.

. -.ft
-.. , .. , r ,.. , ..,),,) 1,. , . . !;',4 ...4,and

- o' . .-

by

I

IP

.$

. ;
-Donald B. RUbin 6

5-

r
, August, 1980

r

U.S. DEPARTMENT OF EDUCATION
NATIONAL INSTITUTE OF EDUCATION

EDUCATIONAL RESOURCES INFORMATION

CENTER (ERIC)

G This document has been reproduced as
received from the person or organization
onginating it

1 Minor changes tiavebeenjnade to imprOve
reproductiorr quality

_
Points of view or opinions stated in thii ddcu
ment do not necessarily represent official NIE

position or policy

to

4 4 te. 4 0..
, 7

, 1 .:.

i ' ' . kr , ,... ...

. . :,.... / -..- - , Gt.,. .-

.
-$ - ..

. ,..,
-`.' 4 . A

z 1,.,
.... ' ;

V

\

This work was partially -supported by the Program. Statistics,711esearch
Proj at ,Educational Testing Service. Ptul Holland was jiarti
sUppbrtdby graft NIE-G78-0157 from the National Insfitttes or
Education. Donal s. work .was fa liiatea Tolan..Sim
quggeiiheiniPellOwShip

*--

I



I
Preface

/ .. __,-.: ....

sat

e. It. is:an hbnob. to present" this discussion ,paper at. the Jerome
::,... Olk# .

41
..s., ... , -

. s, w. ' Cdrnfild Memorial SessiAn of The American StatisticA Associatio n. The
'-'.',. . t

aG

.
.

. .
-,ikic_ot otr paper seems eSpeclally approprei.ate for tblt,session since

. t..' "1 ' .

many importarit contributions to the stf<dy of- health effects -froin

3

'.
.

CoS6 '
-pro eand retrospective studies were made

by..

delisme Cornfield,
.

.t.
t .. I, . ... ..

e.g.. Cornfield (1951, 1950'.
-

4
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1. Introduction

Aloeophical dijcussions of causality'can be far ranging and touch

1

-
upon an enormous variety of subjects. The reason is' the emphasis; I

in
. . . ,

4 }, Mthe philosophy. of stience,- on the uncierstandin-of -caustl mechanisms.

- ..- .

;Statistical discussions 'of causality are substantially more-limited
;7* .- .

--
' -, 9 , . '. 1 'i

.

1 in scopebecauSe the' cot!tibutiont of statistics are to. themeasurement
"v

,.. ., 1 .
. - ... ... 4

, e.
. of ,the siee (34 cadsalf effects and 'not to 'the underetandineof causal-

.
.' . .

*. , 1 , .,-, .. -

. ,tip- , michgtism: This distinetionpils sometimes expressed as "statistics can
4k.''''' . (' A .

e .
. ... .. .. .

4 ' establish,cbrrelation but not causation." .We feel our emphasis on

VIM

.

measurement versus` understanding is More ,appropriate.because it'focuses of

the things ,thatstatistical'theory can contribute to discussions of
.

causalityzrather n,on what it can not. It is perfectly possible to

measure a ca4sal.effect accurately without any understanding, whatdoev
r.

0 _
of the causal mechanisms involved. The measurement of causal effects with

I

.understanding the causal mechanism is; of,course, a commonplace experience

of everyday life, i.e.,-people are quitd capable of using automobiles,

ovens, ca];c4kators'and,typewritereSafely and effectively without -

detailed or, in some case's, any knowledge of how these devices. work.
*

:On the "cAdr.hAnd,precide easurementJof causal effeCts often leads co

)

a better understand f the causal mechanisms involk7ed.

. 7

aper we develop a mathematical model for causal inferences

ospective studies that is .based .on. the work
'',"

o f-Rubin 419J8) ,and
- .

inference in retrospective:case-Ontrol
.

we, then apply it to causal

-studies. Before d4velo-Ping
. .

wi' cOnsider to be ProVerly c
* ,

, *

discussion, rld:shall aid() aharply'diatinguish'causal'effects ftoni"gains
,

_.
..

.' -.. ,,;- , t

over time':" -- two ideas that our experience suggests -are often confused

t.

-this model, we shall briefly delideate'what.

-

ailed causala4entp in a statistical'

t
a



o'o

t.

-

. -

Causal Agents

.
.

f

a

donsider'.rhe,Icillowing two statements:

S

(a), "That person diclnYt'do well on the exam because she did not

study firgt."
, .

(b) "That is

r
erson didn'tdo well.on the.exam because she is a woman."

,

1

In statement (a), the implied causal agent is the amount of
-

% . .

,

studying;"that is, had the person studied harder, she could have done

l
.

better on the test. In other words, there.was a
'

point in time when:a
0-

choice waspade either tq study or not, to study.and the comparison

tie ,

between the subsequent scores on the exam is` the causal effect, of -

studying versus not studying.

Statement (b) is statistically very different from statement '(a).

, 7

inthacthere Is no choice of levels of -a causal agent ossiBle, i.e.,

the person,cennot choose,or be assigned to be_a)ale or female.

Consequently, there is nological.domparisdn possible for a single
..

individual Between their sdore on the tesL as a flemale and their score

-,,

on the teSt-as a male. The use Of eause Watement .(7)refl-ectS-Only the
.

correlation between attribufestof_indiV uals. In medical studies the term,
--- 1

"risk factor" is
,
sometimes used broadl/ to encompass both causal agents

. /
like smoking which can'be alt4rd and'individualattributes like age. .

and sex which can-tOt. The' identification of gender orother individval

4° -

.°

Attributes such as race as a cAusal agent in such questions is statistically

-

meaningless.' It mar also.distract scientists from the.study

,
ff

. t.
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-
of 'callq! agents

4 tHat can have beneficial effects, e.g., Binding

4 . r, , '-'
programs of studylthat erg particularly effective.fot women'and

.
. , AO :

,
,.

othersthat
.

are-p rticularlY effective for men.
. _. -

, '' It is common sage to say that ttie,levelof Causal agent are

treatments, especially when their assignment is under an experimehte 'st
. .

t- e.

):
-

,1
control.

.

Oui definition of causal agent .1.s much atFieter "han some, definitions commonly
,1

Used by economists, e.g:.,Granger causalit), (ranter; 1969). We believh that .
1,..

to lable any successful predictor a-caUsal'agent not only *misuses the language

thus is deceptive, ,but also may lead researchers away Atm studof the

L

.-.
releyant scientific questions of the effect of manipulations that are possible.

- -----'.2. f, Lt.-. .. .

Gains versusdausal effects ,

.tr_-__
.,r,

, In order .to distinguish between gains and Causal effects, coWs4der

a-student whop was coached for the Scholastic Aptitude:Test (SAT) between .

,,

the first administration of the SAT, and the second.,c retthe two scores

e:. '

'.be,SAT
1
and SAT -- the eubscripsubscripts C'indicating the coaching that took

:2C .

place
7

p between*Iministrations of the SAT. The causal.eff'ect of coaching is\
of SAyn jeSATi., This differenCe is.the gain (or logs) over tune in SAT

.

scores. The causal effect of coaching is the difference between the .SAT
,

.- i )
_

01'''' score at admilliatration.2 givenexpostre to coaching, SAT4c; and the SAT-
.

. . '

sdore At administration iliven no exposure to coaching, say SAT2N. The

''

pre-coaching SAT:, score, SAT may be useful in estimating the causal
13

.i f

o ,cdaching, but SAT - SAT' is not equal to the causal effect'af'coac
..

= 4. t
24 . ' 1

, t , 4 .

. -u less We assume-that Sp
1
SAT

2N' ,

.?..e.
'

A "no change without coaching":,

asUmption.,',The tenability of such "no*change" askilitions-in general
.

, . .
A lk

dependaz great deal. on the.piftiailar substantive prohlemuncler study.
- ,

It iairobahli false in this_SAT example.

, .
. I

, :Z.,' , . .,v -0

s."

tit



4 4
-

2. Causal, inference in prospective.ttudies
.

. .,f° .
( ,

..

1 c , ,
,The logic'of measuring the size of causal effects 'is Clearest

10 , - ..' ' , ' - .'

. in prospective studies

e '

nd so we shall begin with, that case, The

,.- ,

essential elements of aRrospective studyare the 'following:
.

, .

z:r-

(a) a population of unfits, Q

(b) .a set of well- defined levels of-a causal agent (or treatments)

.

to which each unit 9 could' be exposed. (For notational simplicity-,

we consider only two treatments denoted by=1,or 2 =2)
. .

(c) a' response Y which can.be-re'cord'ed for each unit after exposure to

Ir. 1p.

a treatment.-

In a prospective study, a,sample of units from. Q is obtained and

-the units are assigned 'to treatments: The treatments are then applied,

and later 'the, response of each unit in the Studgrisrecorded. The

J

.

ihtuitive,n oSion of causal effectthat we wish to describe with our

model is the difference between the response measured oft a unit that
1 1

is exposed to treatment and the response that would have been
- , °

measured on the same unit had it been exposed to treatment 2. Thus,

,our notion of the causal effect of a treatment will always be relative

to another treatment, and is defined fore each unit in Q. ,

, (.

. =

Ibis meaning of causal effect is not foreign to statistical thinking

and is evident ix the writings of'R.A.-Fi:sher ',(1925, Kempthorne (1952),
,

: .
. , ' r w ,

Codhran (1965),' and Cox (1958), for example: Although this, notion of

0 a 'causal effect can'be defined fbr each unit in.Q, in general,,, we are

nbt able ,to di4ctly measuree Causal effect for a Single unit because

haVing given treatment we cannot return in'time X9 give treatment .2

Instead, Thieis the fundamental `problem of causal irgerence,,and our
-

S

,

t
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formal model will show] how its,solution is related to the use of

randomization and of covariates.
1

Before turning to, the formal model we need-t6 define, the nature of the

response Y. For our discussion we will assume that Y is dichotomous, taking

on only the values k=0 or k=1. The extension to r-taking values in an

arbitrary finite set ,is straightforward. We have,chosen#&b restrict Y

to be discrete in order to emphasize the fundamental ideas behind the

measurement ,of causal effects without being distracted by the special

mathematical baggage' that is.autonatically asspciateewith continuous.

variables' -- ite.l.eddUiyfty, etc.

The formal model and definition of unitllevel causal,effect

In our model, instead of a single dependent variableY, we have

adependent variable, yt fOr each ofthe'treatments to which the unit could

have been exposed. Thus, ifthe unit is exposed to treatment l,then
/ P

.we will redord'the valUe o Y1 for that unit. If that same unit.had- o

#

been exposed to treatment 2.instead of latment 1, then we will record

the value of Y2 for 'that unit and not the value of Yl. More formally, for

'1
two treatments., with each unit in Q we associate the following partially

observable vector of information:

where

,t

(Y Y )
l' 2

(1)

4.

4
,A1

= response made by the unit if it is exposed to treatment Z.-

The novel featureAof this model'is the introduction'Of several versions

0



1

-fc.?,4

1.

of the resPonse variable,

the causal agent because

response made if ekpcsed

.. . . . , .,,

'level 2). The fact that each unit has a value for both Y
1

and Y2
''

.
)

- .
.

is very important because it allows us to define causal effects itthe.

6

Y., There is' a version of Y for each.leveL of

,
our definition of causal effect compares 'Y

1
( the

,

to level 1) to Y
2
(the response made if. exfose to

. f

,

.

level of individual =its. If Y, = 1 and Y2 = 0 for a particular-uni, -
.

.
,-...

then the causal effect of treatment a Telative to 2 for that unit IsIto

change the response for that unit
.

from Cto 1. Rubin (1980) refers to:

the assumptiOn that the vector (1) fully represents the possible

values of Y under all treatment assignments as the "stable.uoit-treatment

value" assumption.
.

. . ;

A question that immediately arises is Whetfier or not ft Is ever possible

'..to expose a unit to mare than one. treatment and thereby directly' observe
.

more'han one component of the vector in (1). ,One can argue that,this
\*.,,

,

. .

.S, . .

is never possible in principle, because once'a unit'has been expostd to A
<,.. A

treatment, the 139.0.; is different from .what it was .before.' . .

. . . 4- . f

. Lel d

. ,
,

,O.
However, the reasonableness of this extreme position depends on the

.

' nature of the treatments and on the units under studt. We will not

pursue this issye further here will simply make the "worst case"

assumption that:a unit can be exposed to at most one treatment condition. e
. '

For our application to retrospective studies this assumption is adequate

'since in these studies units-are only exposed to one leyel of treatment.

In going fromthe partially observable vector in (1) to the
.

observable deta'we must introduce the. variable S-where S = t if

4

k
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_ A.,
,r 1

at-
' :

.

1 the, unit is exposed -te ,treatment- Z;'S is the "selection" or
, .

'"assignment" variable tLvindicates to which treatment the individual
,

. 4. .;-

is exposed. ,
-

.

. . . ...,
. " i .,

. .
,

.
. - .

The 'observable data from a unit in Q is the hector .1

...

'. I .. .0 I.

A

% ._,

(Y S) i% -(2)..4,
S' -:

,.. ,

.

.

-..
. .1

..
. -

. .. ,0.
I .

I

The.notqtion'X,is used i.because t indicates thatik''can observeonly
.

. ,-
theresponse of a unit to the treatment towhich is exposed, i.e., .

°

r .

,s

ti

Y
S

=
.

if S = Z Z
Ya

c 3)

14

Irhe quantity Ys is the observed value of the responseand is therefore

what-is usually called'the 'dependent variable" in statistical disAssions.
.

.

'We never get to observe-Y ifS 0 Z.
.

ince we can observe ,only the
Z , , °.

'-
-,, .

'`.
.

.vilue.of Y
1

°E-14
2%
but not both, it.is consequence of the model

. .

4
(that causal effects for individual units are not directly mebasarable.'

.
11

. .

_Indirect measurement of the'causal effects is sometimes possible,
, -ro

and our, purpose here is to analYzethis,po9si0.1ity for both.
.

. .
. , .

prospective and retrospective studies. .

)-----"

it

In summary, our .idealiz ed model for a prospective causal study

'can beviewed as based on the following,sequeAceof steps.
:.

4.1k u .
.

. ,
.

the(A) Determination of the population Q uncle!. stlfdy.

(B) Determinatiod of the treatments under study.

, (C) 'Determination of the reipianse variable Y to be observed.

SD) ConieqUent definition Of the vector (11
1
,Y

2
) for every unit in Q.

.

"II



er.

,

#.
t

44;

a

'

, .

$ .(E) Determination of= the assignment variayle,S fo;. every urLt
.. . e

a . ''.

-

in thg study, .
1

'

.. %
-%, . .

',(F). ,Oonsequent
.

definition of ,the vector (Y S) for every
) - 9 ,

S*

study.

unit
.

in the

,(G) Observation of (YvS) for each unit in.the study.-

. .

-.. i . . ,

Indirect measurement of causal effects . ..-

. . . 0 . ^- . , . .

,

, Although our definition ofsbausal efAct.at the-unit-level
i 1..

.
.. .

4_
.

. . "
.4 corresponds to =1st evetirday uses of the term "cause' (e.g.; I

* - -, , , '..-
. 1 i#

didn't c do well -on, the ,exam because I didn't stu ) scientific

e

. A.
. .

,studies often mugt be content 'with measuring la- weaker notion of 'causal Y
.9.

,.' . ,
.

(
....1 f\ b

% effect Iil_the populaLop Q, sundae theie are nk(2,) units for which
"-.

..
.

, .

o t . Y =k' p--1,2;
,

kt =0,I.
°

That is, n
.0
(1)

.

is the number
%

,91 units for whiph I170. ..
.
.s

.
. ..1 , .

. 0 ..
If n+

denotes the total number-Of units in Q Olen the vector
04P

-. *
\

.

. . i
, .

.... .

41 :%100 , .1 f

:
i . . ., 4

q.(t) ='(q0(1),.q1(2,1f = (no(t)/n, ni(t)/n4..) ' (4),,,
.-

. - .
.

..:
. :.

, .
.,

a 1.-- t
s . , .

. .v.

. t.

/iv sthe distribution of responses under treatment 9.,,for theJentire'
/ /

.

population Q. A weeker definition of,causil.eifect of treatment 1 4

. ler I . ... , , s , . , .

relative, to 2 is based on the comparlson of the t*o response- distributions
,

.
.

.

q(1).and,q(2). If, for e/Xamp/le, qi(1).> qi(2),.'theh the popul'Ation-.
.

t

's

'4

level caudal effect of l/relative to 2 is to increase'pe-proportion

of units in Q for which Y=1. We ehall)call q(2.) tie 'causal narametert

-f:tof the-study. In terms cifqhe distributionof Q may be

expressed as
,

q (I) = P.OL
t
=k).

.
4

(4a)



3,-

C.Onsider a simple randomized experiment. A randtPaMple of units,

.

, trot Q are dxiSOSed.tO teatment.1,and the. values of Y are obtained for

them.- This giVes us an estimate 61q(1) which has An accuracy that, *.--
4

;

'',. . . 7 4

deppedk on the size of the random sample' A second,randOm sample.of
.

.6 4

units from ,Q is' exposed to treatment ,2 and t4 values of Y
2
are obtained

.f. V
i.1 ' 7

, ifor'them. This yields an
.
estimate of q,(2) , Aicompaxison of these two. .

Er

....
., ..x

- , iii*
estimated

,

.
.

, . . .

estimaped causal pira eters is a form of causal inference because itt ,
inference

40 .
e---,

)reatment l_causes a change in the entire distributil
, . .

1 - /; -

eS

'

allows us to say that
.

,

of "responses 'fori the un
.

under trpatment 2 by a g

, ,

. .

Homogeneous populatieSas
.

is in Q relari'Ve to the distribudon of responses
, .

ven estimated amount. 7

tepOpnlation-zlevel causa

,
c au sal infrencebesause it d

change the respolise of -a.tiy'sin

.

inference is'weaker than audit -level

es nttallow us to say how treatments
o

andrimportant circumstance wh.ic
.

'

....

o
.A / 4.-

i .
..,, pekes odz'a single.1Tlue for all- units and,.Y2 also takes on a single!

i

le unit in Q except intone very special'
-

we now discUes. If Q is such thtt x
144

i

,V .-
Value (that is possibly %different from that of Y )

sa * .

to have homogeneous

. ,
.

to sqch a ,,,as a "homogeneous population". When Q.is a homogeneous
.. ,

,

1
then Q will be. said

. or .,

response's for treatments 1 and 2. 17/e shall refer

..

t

;..;

,

populatIon, then the population -level causal inferenceois equivalent tp
. , Q

*milt-level-causal inferences for 211 the units in Q. .(For examples if. .,- .

.

,. . ,

and if!

4
A

. q4) = (q 0.), q
1
O.)) = (oo.)

- o
8

. -4(4

11,

- 8

,Ato.



' q(2) =' (q
0
(2), q 1( 2)) = (1,0)

then treatment 1 changes the responses of every unit in Q from Y=0 under

t.

'treatment 2 to Y=1.
. .

Earlier we distinguished between individual attributes and
.1

.causal agents... Att\ ributes( oan be used to partition .

1

Q into subpopulations. Finding homogeneous subpopulations plays an

'essential role in much of scientific research. In the physical sciences

the search for "identical initial conditions" is really the search for

collections of units (i.e.,, populations) with homogeneous responses.

An "ideal covariate".is an attribute (or set 'of attributes) which may, be

Observed for eadh unit in Q prior the onset'af.4-e. treatments and

which defines subpopulations of- 4, each of which has homogeneous responses
..., I. ,

to the relevant treatment edndiiions. In practice, of Course, we must.
.

.
.-,..4. , . .

.
.,

Often settle for less -than idearcovariates which only define subpopulations
.

J.

4
that are.relatieY. homogeneous:

Arntermediate-:level cauSaleffect... .

- ,

There is an,intermeaiate level 'between. unit- and population-level
,

causel,infecenceS. COnsider all'of the units in Q which' respond with
-

_a e value k.Undet treatment 2. -We may ask, in,what way des 'treatment .4

:change the, responses pf thede -units.? That' is; what is the' distribution
-.:

alvNalues of ford'the.units 'in,Q with Ygk?. The ahswer to this question

. is more detaiied. causal lafefenCe than a population -level causal

Amfeience; 'and= aggregates 'units "0' ia that. it is less detailed

thnn a uniptleVeloauiel..inference; This intermediate-level causal
. -

13



inference leads naturally

Let,-

OV
o

nkk' = number of units in Q for.which y
1

and'Y
2
=10- .

I

O

to' the notion of °a causal-effect table for Q.

'Since a is the total number of units in"Q,

q
k,k,

= nk,k,/n+

is the proportion:of-units in Q for which Yi=k and y2=10. In terms of the .

joint distribution of Y1 and Y2 over Q q
k,k

, may be expressed as

P(Y1=k' Y2=1°).
(5a)

Let q be the 2x2 matrix with entries qkk,. Then the row totals of q yield

the distribution of responses under treatment 1, q(1), acid the

column totals of q yield the distribution of responses under treatment. 2,

i.e., q(2). We call q the causal - effect table for treatments 1 and 2

In Q. Table 1 is a causal-effect table.

Table,10'ai,out here

As discussed earlier it is often'possible to estimate the marginal

distributions q(2..), t=1,2 using randomization. However, it is generally

not possihle,to estimate the joint distribution q. This problem arises

because of our fundamental assumption that Y
1 a

nd Y
2
can never be

. simultaneously observed on any unit. The one situation in which q

can be estimated arises when 0 is a pOpulation with homogeneous resOonses.

The causal-effect table for a' homogeneous population is illustrated

in Table 2 anewe see,there qfhat is uniquelY,Hetermined by the marginal

distributions q(1) and q(2),
4

Table 2 about here=

a



able 1

Causal- effect Table f-ofTr atinents 1 and 2 in a Population

values r

Total.,

q0 <l,)

4

L.

. -Y
1-values.

qi(1)

Total q0(2) q1(2) 1

1

4

O :44
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Table 2 -

ausal- effect table for 'a population that
hes homogeneous responses under treatments
1 and 2`

'

Y =0
2

'= Y.
1

tt

Os.

4
.ag

s
.

o

'
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When Q 'is not homogeneouSit may be possible to decompose it

14

t.

into homogeneous subpopulatione,and compute the causal-effegt"table
.

for each of these subpopulations.. ails then possible to ccumulate

these subpogulation causal-effect tables to'obtain the overall causal-

effect,tabifor Q. If it, is pot poisible to find homogeneous subpopulatibps

\ .
C;of Q then it. is not possible to form the .causal-effect table for Q

. , 7 .

\ i

from its margins because theentries,arenot-determined by q(1) and

q(2).

Sim we rarely encounter perfectly homogeneous populations in

practiCe-iwe may raise the 4ueStion of how constrairieds q if we only.

know (or can estimate) the causal parameters= q(1) and q(2).- The kinds-
. _

of constraints that exist are easily conveyed by a few examples; theslb

are given in Table, 3. The emargins of thege.causal effect tables are

considered to be known and fixed, and the range of:possible values for,

theme ell entries are given in parentheses. _It is. evident that if one of

,4,
the cells in, each margin is near one, q is highly constrained. When,

.0 9

.none of the proportions in q(1) and q(2) is large, REls lessOnstrained.

The general rule for calculd.ting the ranges of values for"these tables i

.given by:

411.,

'

max0;q
k
(1) -Pq

k
(2) - 1 < 4

k
<, tin (q ,(1) q (2) )

'

The selection variable dhd the_ role of randomization

"CO

T he cad sa l-ef,feot-- tabi' iVe s t-hejoint distribution of Y and Y2

`ems %

' , .

. .

over .Q. ,The data,in.a autal effboi studYconsiste of Slues of (Y S) for
/

S'

each unit-in.theitudy. The joint distribution.of (is.,S)1over Q does,
°
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'O .,... '. 0

,:not..determine the joint distribution of (111,Y...
.).f

We may decompose the
7 z,

. joint distribution of
i

(Y,,ST into the conditional distribution of Y
S

.....
'f .,.:........ . ,,, .

. \..., 4

Sgive S and the -marginal distribUtion of S. The,contlitional'distribution
, . .

O

,

of Y
S
given S is specifiedrby t4 following_probabilitaes:

t = P(yi = khS =

)

1

The marginal' distribution of S is specified by the following probabilities
/

, .

'''s ...

,

, =.1,2 and k =- 0,1 .

4 .

e

7 )

P(S = , t = 1,2 . //

*

The fundamental problem in a population-leVef causal inferende (and

therefore of all stronger forms of Causal inferences) is the estipmation

of q(t) for 2, =.1;2.' However, the only data we can oaAain in a causal
,

study allows us to estimate the conditional probabilities given .in (7).

Thus, a question of paraniount importance in causal inference is:. when are

q'(2.)-4.-- POP = k) and t = kIS = 2,) equal? Th4 is, we are,lea to peek

C.
- ,

C,onaltions under which, the following equation holds:
.

kis = P Y

.
.

There a.4 two. very important cases.where equation (9)
t.

holds -- random
\;,..

assignmentand homogeneous populations. We discuss,each=of these
.

. , 6 .- ..
brieflin turn. e

.

(9)

6-

*6-

t.

e.
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,

is,sttistically independent of Yz, then equation

(9).must hold by definition Of statistical independence. How can S be

'
.1-.....

made to be independent of Y
2.

9 ete Ls noway to be absolutely sure that
. :

..- .

. -
, .

S is independent of
.C.

Y.., Howevero'the process of Urandoe-assignment-of
. '-' :::!-

,l,

fhd7values of S to the unis.c.--in Q makes it plausible°to assume that equation
.','..2-, ,,-:'',

(9) holds-Jif Q is 4rge, Thus:under randomization we have
.

vv,

. lc, y2 .. kt Is . Z) = P(Y

..,
..

and equation (9) .follows. The statistical independenceexpreased in(10)
/,,,,

.

-
''is a very important point, in'the justification of tanaomizaiion but it

.,- . - %
, .

is apparently not appkeciated by numerous writerson 'the.subfect. For
. ,

example:it is Often asserted hatthere is a "difficulty' in resolving.
/ ,

'I. , .

randomization and the Bayesian/likelihood/modelling framework (Basu, 1980;
e

.

Kepthgrne; 1976; Kruakal, 1980). HoWever, equation -(9) is a fundamental
..

..,...

'k
. ,

one for bothBayesians and frequentists beceause it makes a parameter
,

-
..,

. that canbeeitimated fro% data (i.e.

,

P(Y
Z
= lrg =.1)) equal to,the

- .' :.

. --.... --,.

causal ,parameters ofinteres5, q (..e)., ''-
.. .

.
.- .:, , 1,

,

One .source of confusion is.th equation (10) does not imply that the

"4'

observ.ed,,value-ls is independent of.S. That is, the following
,

equation' does not hold'In.general: .

-

. .

,

P(Y
S.
= kIS),= P(Y

S
= k

*
.1 ...

'

.
Equation. (11) does hola-under the null.hypOthesis that,

.

P(Yz = k) des.
.

,
.

. .
.

. .,.....--

. . .
. . ..-.--

.' \-2-- ,--..._;.7-,,_---,,,,.-_,.....:...;__-.7-:-;:.---:.-.... -.,..,-....s..- ,-.......,:._,-.....

-is....-4
--2.wit .dettend on the .ievel of exposure, Z . Of courses ads fact s711"--al 1.,...-:_i::',..:,.: :-.7-..,,','.
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-
Homogeneous population: If Q is a homogeneous population, then equation '7(9)

holda trivially without any assumption about -b dependence or independence

.18

s'

ti

ti

of S and Y . 'This is because in a hOmogeneous population Y is constant
:- .: - tv

.
.

over units and constants are always independent of every random variable.

Thus, for homogeneous. rpopulatiohs randomization is t necessary for -

drawing populationlevel causal'inferences.

.

In a nonrandomized study, it is often not believeable t.S is

statistically independent of Y- so that equation (9) may not hold.
,

'Thus,kin'a nonrandonii711 study the observed values of Y ,are-not
t

>

representative of. the e-margInal distribution of Y
t

over alit
,

,Of Q. HOweliaif Q is a homogeneous population, then equation (9)

'must hold tttwially. Covariatesdefining subpopUlttions play a crucial.
.

1

role in,tonrandomized studies of causal eiieCts. First, the-subpopnlations

;':,

defined by them.can be nearly 'homogeneous in which'case equation (9) almost
/

-..-'.

holds within each. Second,. within each subpopulation it maybe plausible
,

to accept ehe assumption, of cohditional independence,betweenyi and S;

at best, thefe may be no,data to,contradict this assumption. The next'

section adtasses this issue in more detail.

.p-. .

The-gole of.Coviriates

,suppoae that. Q :U-aiswbe ,partitioned' into_ strata on. the basis o
...

, . 4 . .
.. ,

,c, .
.

1, covriate.X. -Fe,may theninsider the .possibility that equation (9)

holds in each-k-stratumeiren though equation (9) does not:hold for all

.,

,

..--_-=----...-,-..:4-----s,,,...-

of .Q. Thais -Wer0ipask-Wiiier--ornot'

O

,;ze..
-
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"440forall:Naluei nf'9., k and x? As mentioned-egrlier, there are two reasons

N..i.oei

19.

.
py = kls = x=x) = P(y = klx=x) (11)

r ig'why'we-,May-be to assume (11) even'if we are not
r

4.k06

(9).' The first occurs when X is an ideal covariate and all the X-strata

willing to assume

*V°
odd

'4

°,

,... ;-,,,, e . .

- ,

are theMplves populations with homogeneous responses. ,Then we known

that (11) holds automati?a4r, The second occurs when we 'know or are
, .

. ,
. . ,

-"'willing,totassume that
.
5 and' are independent given X. tie way bes. 0 '''.

-0 .
A '

'Willing .t0 'make this assumption for one of two reasons. The first is

4

f
4.

-that we actually randftly alsign4d the values of0.5'wighln each stratum.
°, . .

,
.

The second is that we may be willing to make this assumption because
1-

_, ' *.

1 there,is-nothing,iwthe data that will contradict it. This is a' subtlenothing
.

...- . .

- point and One that needs to be elaborated. If we assumed that S had
a.

been randomly assigned and-was therefore independent of Y2,
.

assumption amid be_imMediately contradicted by Looking at

of X g1Ven $. If S had been randomly assigned, then X and
- . .

' independent So that

P
a'o

A

P(X = xl S 9, = 'P (X = x).

then this

the distribution

S would be

,

0.21

/

If we examined.tha..attribution of X given S =ft,' and paw that it did
,

vary w4hthe'value would, have evidende that S was not

b

. randotly Osigned, over all of Q nd.therefore,that equation.(4),does

hot:hOld. "Aowever, if we assum
1

, .

.each.L.4iratuM Wei,coui

giVen, t disprove this ,assumption,."',
ft,

,

d that,S was randomlr,assignedaithin

en use the observed distributions, of *

er
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A

Now suppose that equatibn (11) holds. We :110 use it to_obtain a

basic formula for the causai. parameter, qk(t). We have

q (z) = P(Y
2,

=k) .= P

. .

so.that

Y =kIX=x) P(X=x)

S

-or

qk
(t) = E P(Y =kIS=t, X=x) P(X=x) ..

a,

(14)

Equation (13) is a basic fact of probabilities. Equation (14) relates

two quantities that can be estimated, i.e.,,P(Yl=k1S=2,, X=x) and

P(X=x) to the causal parameters. Thus,'if equation (11) holds we can
.

estimate the causal parameters and draw population7level causal inferences.

O

3. Causal Inference in Retrospective Case-Control Studies

The structure of a retrospective case - control study is considerably

,

different' from the,general PrOepective study dibcussed Sectiam 2.. .

In a case - control study a pOpulation of people is divided into those

who have a particular symptom or disease of interest (i.e., the "eases ")

and those who do%enot,have the .symptom or disease (i.e., the "controls").

-Sa of cases and controls are select d from this population and

information about-each selected pe on obtained to ascertain:
//

61y the leVel of. expOsure to the particular causal agent of interest

. and other medically reievaik'information which may be ,used to

define sUbpoplations'of-4oi4f



02.

The response variable for a odse-control study IA the dichotomous

variable that indicates whether or not theunit is a "case" or a

"control", -i.e. ,.
.

1 if unit is A,case-

0 if unit is a control.

Case-control studies are retrospective because they begin at the mid--

point of a prospective study (i.e., observations of the response

variable for Bach unit in the stgay) and then,look bac64'time to

diseever the level. Tf cauial agent tli'whiCh. each. unit has teen.

exposed (i.e., the value of the selection indicator S). In addition to

this' fundamental difference between case - control. and prospective

studi4s, there Are two: other differences that should beMentioned.

First, since the in46stigator can only Collect daton prior exposure

'to tbg:bausal agents. of interest, it is impos4bleto employ,

randomizatiOn to, assign units to levels Of the causal agent.

Thus case- control studies arelnever randomized. Prospective studies,

,(7

on the'Other,hand, may or may not employ randomization depending on

*lithe amount of control that is possible. Sec na, the populations

studied incase-contiol studies usually consi t of survivors only,

bec4use it is 'often impossible to obtain comp4rable data on' .

individuals. who ,are deceased.. This limitation can have d'Adrious
.1

,.
effect on the-interpretability of the results of a case - control study..

We shall assume for the moment that the.populations considered are not
_

subject tonlortality. We shall return tothis point in the discussi n

of the example- in section 4.

24
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Although in ptihciple it is almost alWays possible to formulate a
k

1111 1.

prospe6tiveyersion of-a case-control study, it is often much more

\expensive than the,case-control study. there are several reasons for this:

( ) prospeAive studies often iegdire large-samiple sizes' t

especially when the "cases" are rare (e.g., when Y
S
= 1 represents a.rare

I

4

' fi

isease), (b) prospective studies-often involve.long-tine spans-before

( e

elevant data become available. Hence it is likely that-Case=-Control
. ,. .

4

tudies will always bean attractive possibility for matey types' of
. 4

cientific investigations, es'peciallyift the early stages of the research..
.

t is therefore important to know their limitations, to design them ai0.

w-11 as possible, and to analyze the dataficollected ch s ids.

the present paper is to) illuminate ali.-ofthese

model for causal inference -Oeir.tioped Qn SectiOn*

c

p

t

Th

fo

in

rrectly. Our -goal in

ants by applying the

case-control studies.

standard two-way table and .why

In analysimgdata fro

and draw cpncltisions

is mislead

se- control study,
.

the two-_-way.t4bie afponas,iiiustraEed

Table 4. We assume tha ,,;,E'is: table was-formed by-randomly-sampling
,

.

. , . , .

.
_ . ,,,,,, -

,-
is __fl

'cases and-tc..- contr. 1 from plevopulation
. -u-t-

t is customary-to

1 1

ablei-4 about- here

,
.

.
./.7 . .

Table 4 ' , is umber of units in the study for :which Y:'..015.
,,,,

--,
sr ,--tl,

d-, S=9,. For ,ex4mple; pi is thy, number of ,- cases in the study
. .- .., _

.-,:.
,' 12 .,

, . ,

t4iere-otserilddat the 2nd'level of exposure to'the-,:taUsal
..

Y.:

s'
25
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-Ap 7, 6 4.4 'e ..

- , ....,

agent. Befcire examining this \;:1:7 ;Of ample data', let 'us

.
,

.., . ..,, ... .

. .,,
consider the population table that underlies RI ThiS population table

. _

/2 gives the population proportion of pebple for.which S=t, among all those
p . / -

Ibr whiCh Y = k, (k =J0,1, £ = 1,2:4"these populafiOn values are ,crenoed h:
S

I

. I

1- ;,rice = (S =..elYs= k) .

.

/

'and arteyed as a population tablIptn Table 5. The sample ratio- .
. ,.-

s.

t."

41:: rkt
.:t / (16).

ti r
a

*
4 ss .. -.11'7;..

A .. I.
e...Y

A., ....

estimafes rte. We shall cal], thel 'pie. retrospective probabilitiei of
, . ti' '; .t f,., the study. ... /. . '

. .,
I ''

. .2 ssi.

A

1PrOok. ,
.

4;
I Table 5 about here -I.

A A ,
-. .

. .

In. qiis ,develcipment wd.mpat emphasize the importance of 'representing
.

t
ithe observed valure.. cif the, response as-01s.:_ For e;caniple in (15) it ;would

v
1 Ibe incorrect to cun ditign Y =k since Yt. is the' ressonse . --(:''. , . . .

media if exposed, tb treatment level 2 hereas Y
S

is the observed
4 - ..- . r

response.- tecause Y
S

Is being conditioned on in Table: 5,-it is sometimes
. ,.....- ?. .4

, Is!, - , ,
said that In- 'a case- control _study exposure is the dependent variable. 'b....

: '

-

and diagnosis (1.-e,; 'case or ,control) is the indepen d ent variable. )
. _

Thf
, . , . . ....-,
s *descripabn contuses the **scientific question of interest , and we

.._.
.

will not des,cribe.the:situation iti' these terms.,

8
'o

I.

V



4)..-

.'

,

IN a

a a

csi

U, a

' C4O
a

ra

0
a

- 0 ti)
, 4.1

I 0
(NJ

)4'
c0 .

4 .
. 07

°

aa

EOM

O



r

'rf"fl'7,,R`

.

S

rr,

25

0

1

Level exps-of-osure
Sm 21.2''. Total

"cases" .Ysml

Arll
P(SaillY

S

r12
P(Sm2 1Y =1)

S

1

"controls". yt=0

r01

P-(Sml I Ysm 0)

-rC2

P (Sm2 IYsO)

e

t
:

Table 5. The pgpulation table of retrospective

1

0

r

. . ,

.probabilities r . that underlies the sample
0

table in Table'4.

. .. " ,,
.

.... , "- .

.
"-° .' -....; ,''71. 4:.

'....

-.`"'";,..
. '''''''''V

..

: . :"./1 . . r: ....., ,,,. ,,,.2" " ',.t.'-' ./. ..,,,',:-.---`--/:'"- , ,:-- '.' -"' ..", 4..""
,' 1 '1'41`,1-'''..-"'

''''''
/

.
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If we considei the Weakest level of causal inference, a population-

fS

level of causal inference, then the causal parameters ard'the marginal

probabilities P(y17k1) and P(Y2=1). Thus, the retrospective probabilities'

4
in (15) are not, in theiselves,of any causal-interest, because, at

the very least, they describe. the wrong-events. However, by applyiRg-"''.

the usual rules of probability-, we may reverse the roles ofS and Ys
o

(15) and obtain more interesting probabilities. This reversal. is the

usual justification for ever looking at Table-4 .
,

Relating retrospective and prospective probabilities

20 reverse the roles of S and Y . we makeAfte of Bayes theorem to
-..

obtain -,,

vP(Ys=k)

'P(Y =k1S=2,) = P(S=tIY =kY
S S P(S =Z)

However;.

A

(17)

P(Ye.,,k1S=k) (18): :

. o :-..

a it' follows that,
....

,. . 0 f.,
,

1.
. -

:-/, .' .. P.(Yeik)

;*=,P(S=Z('Tsi'k) m.o.

419)

t("
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re,

1

, . c

.HOnce, in order to transform the retrospective probabilities r
la,

in

4tJ;$ 1,

(15) and Table 5 into the more interesting' "prospecive"
1

.probabilities, tit, we need only multiply the *tries in
4

Table 5 by a. roW4actu'(i.e. , .ait) and a column,factOr (i.e., bd.

We baVe Illustrated the array of "prospective" probabilities of (18)

in Table 6.
O

Table 6 about here
. .

J
'" 1 4

. ..', 1' J
w . Note that .:-

.
.e'

.

P(S=) = g. P(S=ZIY =k) P (Y. =k) ,,.; Z r
S

a
kS ot, x kl1.,

-,s6._that the prospectiye prdbabilities in (19) can,be calculated from

knowledge of a) the retrospecti4e probabilities r . and b) the overall

proportions of cases and-controls ih the population alt= P(Y=k).
. /

0

The cross - product ratio for Table , may be expreavd,ai:

'r
12

r
02

Y..
P(S=2(.Y

S
=1) P(S=2(Y

S
=0)

. ,d^jo = ---- -- = .,
Tli r01' - '''' P (s=117S=') P ( sm9f1 Yr Q)

t

and the cross- product. ratio for Table 6.ruay be* expresseii as:

P(Y
2
=11S=2)' 4(Y

1
=11S=1) .

,..

a**,= . i

" 74 ' 2, . 1 JP Ma?' 0 IS=2') 4 P,(Y' *0 I-S=1) -.

.
.

(20)

.

BecauseTaides 5 and 6 are feiatevia row' and column multiplication,

it ,'is w411,--know0:'(e.g: HishOE, Pienberg,Holland (1975))4that
"

..

-7



Level-of-exposure

t!eases"

sa2

P (Y =i1 I SaZ)

"Controls" 11,.0 p(yi=ois.1) -dis-z)

To tel 1

'-Table '6. "' The population table of prospective probabilities
,

a that, may be derived from Table 5 '1; row 'and column-

multiplication,

s
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Population-level causal ihferences,

,Nqw iet'lis-return to the question of making ..a population-level

causal4nference about the effect of the causal age:4ton the

$

in such a

equivalently,

proliability of becominga "case." The parameters of interest

causal inference'aFe tyre causal paFameters qk(.°..) = P(Yrk) or,

the odds associated- with these probabilities,

'

P(t=1).

8(1) P(Yt=0). (23)

0

= 1,2. The odds in (23) for 2..=2, relative to- t=1 gives the odds ratio;

a
B(2Y I(Y2=1) q1(2) '."1)1
R(1). P(r2=0) 'P(Y

1 ,q 0

=0) , (2) q0(1)
'(24)

4 Y
Even though a.represents less information than both 8(1) and 0(2), interest

_often focuses'on the odds ratio in case-control studies. Certainly & does
,

s

give a measure of change in q(2) re ative to q(1) .

If we couldassume that S and (Y ,Y ) were, independent, then it-wodid

follow from (21) that a and a* would be'equal. This-would justify
....... ' .

exdthind,hg,Table.4,.because.thecrossproduct ratios direCtly estimated by

this fable 0...,,a*Y would be equal toc,the cross-.PrOdUct rati6 of the
- -

. . ... .

causal parameters (i.e. a). ,However, case-Control studies arenon-
.

.- e .

randomized studies so-that randomization can not be a generally

satisfactory, for assuming that § and (Y1,Y2) are independent
.

Furtherm6F4Iii,eialtAainithe diStribUtionnf-a%covariate:',Kgiven S=A,.we
,-..

CanokteaChhince ourselves in a-case-controf,study .hat Swas_not even
. .

"
arinroxilatelYiapdbmiZed. .Tiius.i.t isesqential in case - control

t..

o

1. ..
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4

studies to examine more detailed aspects of the data than thosewhich ar'e .,0.1,,,

.

,

:..,_,

summarized by Table 4 in order.to fiaie4some hope of drawing reasonable conclusions?

..
,.

.. .
, .

..

,

The odds 'ratio a*in a case-:control study may not equal a due
3'

.

.
t -4r . . S!.,i. .

.:`,

..
to the self - selection of individuals,into,expoWsure categories. We

Conclude that basing the analyarg of a case-control study on'Table 4 is
iil

i

potentially misleading because it ignores the possibility of bias due,.

to self-Selection into the e osUre conditions. ,We.hasten to point'iiit

tRat.since population-leVel,causal inferences are the weakest of the

tfiree types of cautal'inferencesve discussed in section 2, iefollows

.
that if Population'level .causal,Anferences 'are impossible from the data

in T able4; so are:all'Othertypes of Causal inferences.

he:role of covariateslin'case-control studies. ,

If there is a cove/late(ot set of COvariates).X which is

.

.measured on each unit in the study, thenWe.may form a table like Table 4
y

i

.
for _each value of,X. Let. mktx be the number,oL units in the study for

. .. . 4 .-.
I

which Y
S
= k, S =1 and r= x. These are arrayed in .Table 7 for.X=x.,,'

Table 7 about here

m.`

The ratios

mkt;/mktxktx

- ,

esebnate.the.populatj.on retrospective probabilities

4

26)1

--
a
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.

. If it is reasonable to assume that
, ',..,-.

independent given X=x, then

5

-71.,

where

,

t'1!
2Y')

and S are conditionally

o

.,

.

-a* ax
v

p(y1IX=x) P(Yi:=11X=x)

ax , P(Y
2
=01X=x). P(Y1401X=x) c

(33)

o-'
On theofher.hand, tie cross-product ratio that is determinedby the

.

'

parimeters is a in equation (24),. The relationship between a and

the values of a
x is?not a simple one due to the. nonlinear form of

(34)

tie_ ratio.or'example, the average Valle of a
x over the

o -

'distribution Of X does not eqUal a in general. There is no simple

alogueto formul014) for.the retrospective cross-product ratios.

Suppose a* for 11 values of x. If this happens then we shall

saythar the:aata,in'the.aSe-control study exhibit,a constant crosA-
-

:product,rstio a* 'Is-Consant across all values of x. If Ode

/

are.pigillinctii further assume that (Y ,Y ) and S are conditionally

.-in444,dengiVen X then

4

(35)



A , k..r

Etren when ,(35) holds there is still no simple relationship between a
0

34

"and

where

The .general- formula-relating ao to a is given. in (36).
....,'.1),

-5 ..7....,

a =a

(
xV10(114 +-a° q1(114)P(Xx) qi(1)

E(- g0(11 2ir `113(1)
x go(ltx) ± a0 q1 (11x)

-qk(tlx) = P(Y

P(X=x)

kl,X=x)

(36)

(37)
S

, R

sWe'nOte that the:. causal. parameters qk(w1) appear in (36) along with

their conditional versions.qk (11x). The example in Table 8 shows that

acrand cl need notbe equal.'

Table 8 about here'
omp4my41,*07

"1

2

All is not lost however, becaUse a is a causally interesting

quantity, itself; It:,,ie-the amount 'by which. the odda :for ,Y-2,= 1 is

1.". 1 each ,,X:stiiitum- of Q. 'fbus. ,0
. ,

o.- est4iate.becattse,it has -causal relevance in

Since -a- is specifid to die ;X-s,trata,the-subpopulationsl,o

usal; inferenges. about the. _effects Of the levels of.

ate,'et- detailed. .populat

owever it le not- ai strong the intermediate-
_

0 t
eautaliriferences ,discitssed earlier'-in section 2.
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Table : Example showing that a: arksj

q:Pge,4 Wat..114 4,11491
4*.

X takes, on two values X=1, X=2

= 1,

X=1-
P(Y1,=k1X=1). -P012=k(X=1)

1/10 1 5/10

k=0 ' 5/10

Total

0

a

*
'therefoNe a

o

O. 4

'ICRXX1) ,0'a .1 and i(X=2) =

_Total

11.(7i3Rk).

19/1000

981/1000

L4r

.4

k=1 1/100 1/12

k=0

Total

.9

.

their

99/100

1050/1200

1

.

7 4.

and .s ..then

(Y-=k)..,

11120:O' 70/240

1701240,'

. I



.1)

s

36

tt

Out. conclusion is that in a case - control study the simple 2 -way

. - .

table (Table 4) usually holds no causal interest. The only hope is to

, stratify on covariates and to estimate 'the a*. If the' stratified table
,,,.

x
. .

-1
.

exhibits constant cross-product ratios then thb strongest *form of causal:

inference appears to.be to estimate a*
0
and assume that it equals a .

. -.. .

These latter parameters give-the amount-that the-seconelevel of the

causal-agent-increases the proportion of units inteach X-stratum that

'are "cases" relative to the first level of the causal agent. This

.9

V,

L

"amourp of increase" is in terms of the odds corresponding to the proportions.

Tor-exathpie, for'a givenitaIvie-of the pro ution P(Y1=1,X=x), we
,411414-, .

ceiulate P(Y
'2
=i(X=x) via the formUla -

47

h.
.

.:-

: de0,s- P(Y =1 k=x)
... ,

.

- . ( =11X=x)--
*c . ,i'' Y2 (P(Y

1
=OrX=x) + a

_ o
1

°
.

, 2

- Comparing this to the given value of P(Y
1
=11X=x) p.eads to a causal

.0.
.. -

f

,inference 'abotit the effect of the causal agent wben\X=x.

X=x))
' (38)

t I,

li

p,s ..-.):'
'..+"00

.
4 _

i

Prospective Vs. retrbspective matching .
. . .

4

Another-way to' see the!kiina4thental,weakneSsinretibSpeative'studies.

! - ".- - '.. ':,> ,", "--'.:. , ,s . ,, ii,,r ., ;
, , .., ,,,

,

is 0 compare prospeCtiVe matching; .3,?iii61iftmatches an exposed. and unexposed Unit

ith respect; pp..;,.#114,X#Pp34pedtl.ye-,raatehi4i:c.atlich;mateltes 'a-4i* and a :
-

, . ;4

Controi-with-reSpeCi:tti .:1Supposethat S-and ..X are independent-given;-
4.

that-60 :that we have a. randomized experiment
.

.

-e, _the oil:Mini -4--:read9mited- 1444 Witb,_...,blqcka defined by X..
-

tedonstrUtis:the-randoiiied...hlocliexperiment

unexpOsedunitSi Tbe,faverage
-

the.;igetmeiat effect

7
betmat4bed pairs thus

&45004-4Ee estimate of:

1;i ?c in



ProspettiyAmatching X perfectly controls
..of 'each .matched ,pair have.the same -values of

\_,..
for X whenever both members

.44r('X.' .._
e :... /In contrast, retrospective matchirtg-on X in general cannot perfectly- .

., .
lb -

-0Control for X because -it -doe's of reconstruct the randomized block experi-
. . . .'. . .-mutt, .In eact4matched pairi. o e member is a 'case and one member, is a

c . ., . . . .
- r .control;, to reconstruct the ran omlied block experiment) . one. arraber must

. .
. .

ones .be exposed and one tinexpased, %Mich, generally does not -occur when one
A - . .. y

member is a case and the other

control mat ched-aainire. sticir as

a summa. ries from the- case,-

the.crossproduct ratio do not represent
. .

allan es.tina.te-fp.whiTch X-,has been controlled, even when all mtrhed pairs are..,

-; ,,:.-', -. ,.. . ;-,
,. ..

exedtlY matChed 1.ir,411, respect to X. With, retrospective 'matches,' we really

. need to estimate the crdss-produektratio in eac,b. matched pair, and this
. . Itv . . . ... .

-requires building a model.-relating ,,Xi.,"k2 to X and S. We. illustrate this
141',4, ''

- iti
1

.,

4.

. ,
# the- next., aection:40

:/ .2. ,

A .,.
cM . . .

e,'folloviing data are taken from a case-control study of the-
,.. - .1,1, -...

reiatl.onsAip of coffee drinking and ocCuranCes of myocardial infarciiona..
. .

, .. ., . k I.
: , .

0
-: ' \c/vo. by. .11.ck -et 41. 097:3)3'. -We Use4.these data for illustratiV-e purppse

ofily.-, total #, .A- 4-- -)1, 41F4.:_ P
a..' t. ie,n. tt

a
*. e,

r e classified as "cases" (had an Mb. ..4. -
- .- "t-',- -:7="4- I-. . s..:- ,,,-. . ,. ;

"IgnOnfrolalk,(didAiiit have an' g).- Table 9 shows the standard 2 -way. . ...,. . .

$

"tabls "that presents the caieS-and controls cross-classified by the e.
i-J.- $-- ..-,--t- , ..-..

potential ,causal -48eri'fZU4der,study..--- 'self reported daily coffee .co

liough our pre:14*a liO,tieiOn:hiii`considered only two-levels of e

le *Or a.ta.4..1irkis;.. the extensions needed/tocausal, agent,, T

are-ainge. The'cros-product ratio

sumptior,



ratios

,0

3 .,

.,... -
. 0 .. 4.

:..:

'''. ... :

- wlf.-

. . 313, .

, ,

'*"..4.

?
4

' '..t al 111
k S al CAi

ZYt
r." We' .

P Ct OrS t.)

. . Table 9-eibout here';:
. ta.

,4
. ...

, 's-.' Table, 9:suggests a-molaest increase in the risk of MI among persons,, ..
_ . , ,, .. .

who drink coffee. ',The odds ratios range from 1.5 to 1,8, The 'cross-product,

bited in Table 9 are not monotone in the Amount of -Self-reported
, . .-..

cofeet drinking ani_l_:t12.eef et- seems to be almost as strong for persons-.,,-

11S.. 1),

01S = 1)
(3)

t
,

who drink 1-2 cups per dafes, for those who dri 6+ cups per day..
. .. ,

- . ._ Mowever, Table 9 =does, not take, var ackground,variablea into .
, , 8', ' 'A4

and,'account n ai we have discussed earlier, theeforeis likely to be. - '. .. .. .. .
, ' . , .-misleading because (1) i0s. not reasonable to _believe that the drinking of

:--14i.,:,_, -RE,
t.,

s,coffee,is independ'ent:of other relevant factors. and (2)-the

mate ng,o cases and:controls on hackgfouna variables does not control- _

!'3
- for them. In ,addition ;to thevariable;S = level of aelf -reported' coffee

- ,
1 E.h---- :intake and "Y = Case or- oontro, e follOwing, set of variables ere also

io;i:A Age 6-levels 2O-2,,

,

10-39.r
Gepder 2-levels Male, Pem4le

...otliet,.:ele=smoker,' _current 'smoke;, .. -";

% *

t eatrt sease: ve s, yes no:

. ,,:;:;".,".,: ,,., t,,,,,,j.c...; '",,,?,:i;,';,.;
data

-, . .' ' . , ',-- . -""' . ---.-:,.. - --

!" .. In addition -the t,Were.,collected .from 74,P,stpurf.kan.13oltpd,hOspitals .-
---,pc; - -"c1J...1.`,..-.7.,.:ir-..-,`,vir.-,:-...,--,.wti-,:,...,....,--...,,,,,,..-- ,r- .,.,--.:!&te,---...- ,,, , ._ ..' -,,-,. ;0,4-, -,;. - f-- - .

..t.-,-,, °,-,V,,,,, ',.:','4,-*..,,1141,-',-- ';'-'',;,:ik,;::.-.':', ''-',-.` ''', ' ''," -- ..-, -, . ... -
tc t tfit fifth Variable, '11:-...:hdepital,,- was included in the analysis (wit,h.

'',',..',F4."1.,;;W:'-'07`,..,,;(7`.74,',K'A,t,1"----T,;',..'-' ....'''-f-.:4------,..' .--
,..,1,-..-,-...,,,,,,-.., --_,-.1:.,,,,, ,,,,,,--,,,,,-.-...--,,-. ,:;',:: ',,, '...- t : Z

levelii) -4Cis,resUlted:7,iti -coveriate X.which talses:,,gin 6,x2x3x2x2.4 = 1728,, .,.,
4...,....,:. ...,-._ ,,,%,'4,- ,"", """",,, kr4'' ,-;v,:,:,,, .,.--,4 "''" . ,,,..t....,-,..4.-. , , -, '-'4.--'-.."-"1.-,...`.'.(...;,,,,:t , ,,,. , ,

,- - ..

ii,,,,,t atili arta It ,9-.:i,s--stratified.'on X-we 'obtain a 7-way 00..0-,i,
:4`;'''''-gilf.P.''..,,T-'44.4'4"''' -,-,..-,',-. -i"`t....,..,-, .--. -4-. .1,1.. - ,_ . .

contingency tabliT with r Ix4xl7:'...;:13814,-. Celle. 4W.i.bh a total of 24,741. ._
--i--m-3-1-:->,..4,-...,.-:v.,,,,,,,,,,,,... -,---...r-e..1-1,--i,,,;,....,,,,-,r,;,-.',,......,:. 74%;",--

, ... .'A'."'".::7.,' '',,,y4'..,!: P
.. .-..-. ,:,;:`,Y;rJ FAi"t,.;,''' --'''''.,,,,A,,,,.'k,i; --.,'fx,'.," -- i., , .

serve la_na-c.t gives ui, about..? obierVationd._ per. ,cell -....,` ,a. very
''''',..:',$zi...7. ,,,-......-.:1.-,

. ..,..-,,. : ,

r

-

s ; _

."''. ""-".: ...- ,'' -O t
,..,..- '.,.:. 0'.......



39-

.
0

Table'9:. Cross-TAulation,of self-reported coffee intake (s) by

cases andl,controls (r).for 24,141; patients

Self-reported coffee cous6aption,per day
t

al

-Ar ,
0 Cupi day! 1 -2 cups 3 -5 cup's

_ .

. 6+:cUps , Total

. .

III
cases.

:128''
.,. . .

,

.269' 147
,

86 630

ion --

m trols:
4911'3' j*

4
9371' , 5290 2532 . 24111

total ;7046 '- 9440 5437.. 2618
, ,

24741
.

Estimated raw cross - product ratios a*CLYrelative to tF1

«*(2) ge*(31

1.551. 1.502 1.836
Cs

-

( Fe'
."Z".>

so

0

I

-r-

11,



A -

O

C).

a

.

sparse table indeed! Many 'approaches to simplifying this sort of

situation are'possibl We shall use log-linear contingency table

.models (a) because of their direct relationship to the cross-product. t
4-,

ratios, (b) bedause.they allow us to see the effect of all of the

covariates simultaneously.and Cc) because they do not force us to"._

rely heavily, on the sparse 7-dimensional table.

LoglinearModels for this Problem

Let X = CA,G,C,0,1r) denote our complete vectoe,of covariates. The

retrospective probabilities rIcht from 25 ) may be- expeised

*I
'. log (rich() . u i- ulck) + u2(.0 +1136, u , %120,4'.

'where the ii-terms in (39) are assumedi-to.satisfy'the usual ANOVA-1-1 tco

. Ai ,. , . (39)'
.

+41i13.(k;x) 4. 1123 a, x) 4- u123 (1c,,e,x)

,..' ,
. .- . . .

. 1-4.1t. 4,.
, ,identifying-constraints-u 2. u .2 0 etc. We need to express -the.

- ",, 1C+) 2 C-1-Yk. . ,

. .
cross-product ratios

Lbc r
ox..x

r r-lix olx

.

.
.

in terms of .the u-terms tin '(39)4 It is .easy to show, that the following
a

equiCtiOn.hOlde,t,

x 23:(1,.x) 1'1234,100 u123(0,4x) ± u123(o '(11)

.0,cifff0

From (40c,ii at -the hierarchical. log-lin.'ear model (see,

and-licatattdi 1975) specif by setting u 0
..



"kr

.

, ", ?.

r

4-"'",`"rrAkr.-k , 2
-

.

'".A ;-.

;

for all x. Thus, we may 'investigate .the qUestion af whether/or not the
- .

y-.4:. . . ,.
- . . .

cross-product ratios a*C,-14 'depend on x by testing threel-way interactions
. z,°. . . . -

of th various covarii:teink X and with..7f and S. Furthermore, if a
_____ ---t..;

_______ __ _ ., .

--- 7
,.,

model where u=° 0 is AC:ceptable; the eatimatesku12-,terms may be u-sed
,. ,

to obtain estimateSof a*(t.). lf,Wa- are wiling to make the assumptions
o

. .
..

2"-,` ," 3!,

necessary to insure that. ix*(t) (t), where' ao
t e.) is the causally'

o . ''- a-
,.-.

..,-,',, -
relevant parameter discussed In Section. 3, then may test at,f(t.) .1 1

:
(i.e. , 'no effect of. different levels of the causal agent)' by xestimg

that u
12

i. O. This test Willsadjust for the distribution of the covariates
-.;, . ,.. ,

, , .:,3'

in the aeveralaYexposure.groups.
,

. , .
, . 7.

S.,
k

"r

- ,SiMpliiyirig, the analysis ,,
,,

,,:' --:g , ,..,,:%., . -.
.. I -k: .

., .. As desciibed above it may, seem as thouglitwe are:,considering the whole
-.. . .,

- - ,
..

'1:
/

2x4x1728 table, but:one important feature .of the use of log-linear models
.,,:-..- -,-,. , : ,.- .7

is that they,:do not foe this unless there,iis sufficient data to do so: z.
.,,.

:-:'

. . "' ''"'

-.., ,,,, - _ ., - ..-:.-i- ;. - ..'':

'Intead we -break-- uti X = (A, G , C,-0,11) into various :.m,irginal distributions and ':

. .' ., 4 - , ..
1

,.
. - ? . ;14

;, ,

, expand ., the model in -(39) toinake use .of theti 2 I, TO". the present, example-we
.--,

.-.-i, ',:':,
:' :.; .. -I '.-1

'expandea the table to,'47ithe fill seven-dimensions, --s,but only fit. affects for . , -,,f.,, , . ,,,,]..L.

.- . _,
1the following pairs and triples orVeriabie\:: , !, ,, ,

-' -. -. -,,,,, -
,.. .,

.:7,,44:54
...,"4"

Pa2x:.-517 -'
.-..,2 (ui23) Hsf4s/9cp101c0/:::*::.,,::,-

,,. . ..,
,

.. .C34'.), itrt4g14407#4. tig,0/cPy/ 1N. , .,
-tfr.

, ,;.(u- --) rHAIIIG MC / HO/ACC / AGOtAbOIGC0/ . : 42 -' - . -0,-,

, il, -4., =,,,,, ; ., /k : k,1- . .

.

?
,

, J

4.;,...% . ,. , '' ;
-4 0-:

' " ,, ''',"--'-' <"; .,'.' 'r-': 'ti-e`t. . -
..." %. - :, , , , , ";11,' ','.*. .1: ''

u-terms in ' parenthesia indicatehich ter,fla,44,.
, have been expanded. .

.51,:A,'Ir;:y: ''''' -:-..,

r'-' .,,.

in ,'theil...."aY:''',table,.

'- "-,,f: '' f; '7'1 .,!:` ', : r . , , ' i .. a, r k s
° '_,:, rk, , "f.:.--,'''''' a'

r

,



Results

If we ,fit the log-lineai- model indicated by the pairs and triples 'of

-variables In (44):, and the 'del'ete tlie $Y terms' and refit: the-model,' we4",
.

obtain a likelihood ratio test of a (.1.) ,,a1 1. The value of the. likelihobd
o

ratio statistics IS 12.3. which'`. nder the null hypothesis has 3 degrees -,

of freedom-. Thus, this analysis results in a., significant relationship

between coffee-cdnsumption'and .myocardial infa'rct'ions. The estimated

, ao(.e) values are

ao(2) ao(!)-

1.188 1.235

a (4)

1.719
. , (45)

as opposed to' the raw 'Cross-product 'ratios given in Table These.
4 43

adjusted cross-l$roduct; rattoi are rnotonic in the amount of-coffee

consumed and the major effect is -seen to be for 1 ighs'.1evels% of coffee

consumption,

Td stddrthe question of 'whether ax(e) varies with x we,=fit 5'
. -

additional models each of whicpplates SY ik:(44) by, one oethese

*triples of variables: GSZ, CSY, or OSY-. The

statistics for these *odels.,. the degree- of freedom and

nifibanda-evels, are given 12P" able 10. '

likeiih

k",

If

but hee..

On's,,'Ia"ralitiOnesnougli to he'scatistidally

us
.,*

analysislof these data

that .found an interaction Id th these Variabl.es (Miettinen 0.S
..= ,
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